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Theory of surface nuclear magnetic resonance with applications to geophysical imaging problems
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The general theory of nuclear magnetic resonafi®IR) imaging of large electromagnetically active
systems is considered. We emphasize particularly noninvasive geophysical applications such as the imaging of
subsurface water content. We derive a general formula for the NMR response voltage, valid for arbitrary
transmitter and receiver loop geometry and arbitrary conductivity structure of the medium in which the nuclear
spins reside. It is shown that in cases where the conductivity is large enough such that the electromagnetic skin
depth at the Larmor frequency is of the same order or smaller than the measurement depth, there are diffusive
retardation time effects that significantly alter the standard NMR response formula used in the literature. The
formula now includes the full complex response, the imaginary part of which has previously been observed but
not modeled. These differences are quantified via numerical investigation of various effectively one-
dimensional model inverse problems with a horizontally stratified nuclear spin and conductivity distribution. It
is found that inclusion of the imaginary part of the response significantly stabilizes the inversion. Large
guantitative differences are found between conducting and insulating cases in physically relevant situations. It
is shown also that the diffusive long time tail of the signal may be used to infer the distribution of time
constantsl';, normally not measurable in geophysical applications. Although in present applications the signal
due to this tail is immeasurably small, this relationship may become useful in the future.

PACS numbd(s): 41.20—q, 47.55.Mh, 76.60.Pc, 93.86q

[. INTRODUCTION substances. The rapid motion of the molecules in the liquid
state effectively averages the atomic scale fields to zmo
The nuclear magnetic resonan@®MR) techniqug[1] al-  effect known as “motional narrowing: Detectable quanti-

lows one to obtain information about the nuclear spin equiii€s Qf liquid hydrocarbons rarely lie within 100 m of the
librium thermodynamics and nonequilibrium dynamics in anEartthMssrfacle,_so thﬁ main ?‘pp"?a“%” Off geoph)gLCGal sur-
atomic, molecular, or condensed matter system. The med2ce tools is to the imaging of subsurface wdter6].

sured NMR voltage is a superposition of ac signals arisinq: The pbject of this paper Is to pro_videla rigorous theoreti-
from all the precessing nuclear spins within the field of view, al basis for the geophysical water imaging problem, and for

and the Larmor frequency and decay rates of the signal masﬁiemflcny most of our physical estimates will be based upon

o : ; s application. The theory we develop, however, is com-
be useo! to obtain mformatlo_n about the _phys_|cal and Chem'bletely general and applicable to any surface NMR imaging
cal environments of the spins. By varying in a controlled

, : “problem, even though the physical frequency and length
manner the geometry of the applied dc and ac fields, aspaug[:mes may vary considerablghe example of high-field

image of the nuclear spin density may be obtained from apedical MRI is discussed briefly belowTo obtain maximal
appropriate inversion of the data, and this is the basis, fogepth sensitivity it is crucial to account properly for the non-
example, of medical magnetic resonance imagMel). trivial EM properties of the Earth7]. In addition to the

This paper is concerned mainly with noninvasive geo-obvious exponential decay of the amplitude of the rf signal
physical applications osurface NMR [2], in which both  on the scale of the skin depth, we will show that there is an
transmitter and receiver loops are restricted to the Earth’®ven more importanphase delayeffect arising from the
surface[3]. The depth to which an NMR tipping pulse may slow, diffusive nature of EM propogation in a conducting
be transmitted from the Earth’s surface, and the return signahedium. This effect will be shown to be important even at
subsequently detected, is fundamentally limited by the Lardepths considerably less than the skin depth. Although spe-
mor frequency of the nuclear spins. The earth has a signifieial cases have been recognized in the literaféie this
cant conductivity(varying roughly in the range 0.02—1 S/m phase delay effect has never, to our knowledge, been consid-
depending mainly on salinity The electromagneti¢EM) ered in the full generality necessary for quantitative spatial
skin depth then falls bele 1 m atfrequencies in the range image reconstruction.

0.25-10 MHz, and below 100 m at frequencies in the range These same effects occur in high field medical MRI. Es-
25-1000 Hz. timates based on frequency dependent permittivity and con-
The Larmor frequency of an otherwise unperturbed pro-ductivity data for human tissud®] show that typical skin
ton (hydrogen nucleysspin in the Earth’s magnetic field, depths fall below 10 cm and typical wavelengths fall below

B.=0.5G, is v =2.1 kHz. Since atomic scale internal fields 30 cm as the applied field rises above about P10J]. One
are always much larger thaB., this limits the detectable may then expect the conductivity effects we discuss to
substances to those with effectively vanishing internal fieldsbecome extremely important as the applied field is pushed
Hydrogen containing compounds, such as water and hydranto the multi-Tesla rang€8 T full body systems now exist
carbons in the liquid state, are the primary examples of suchn particular, the applied ac field may be expected to vary
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substantially in amplitude through the body. However, mediwhere B,=0.5 G, M{§*=2n,;,oun=0.94 erg/Gem is the
cal imaging is concerned mainly with resolving sharp boundsatyrated magnetization that would be observed in bulk wa-
aries between dlfferent types of tlss(tmne_ sur.faces, blqod ter if all the nuclear moments were alignat(r) is the
vesse'l Wal!s, etg. Slr)ce pos@onal 'resolutlon' is dejermmed number density of nuclear magnetic moments at position
by uniformity of gpplled _gradlents in the dc fle_(_ui/hlch are  (equal to twice the number density of waten,, o=3.35
degraded by variations in magnetic permeability rather than>< 102 em-2 is the bulk molecular number densii of water
conductivity [11]), it turns out that as long as the ac field N ) y S
variation is reasonably smooth over the imaged region, ex] om=300 K, andBy is a unit vector along the static field.
cellent images of such qualitative variations in the tissuelNe rationy/2ny o is just the porosity of the medium. This
properties may still be obtaindd?2]. formula indicates that a net imbalance of barely one in ten
In contrast, quantitative measurements, say, of proton billion of the nuclear moments, corresponding to roughly six
spin density in a given regiofas is of primary importance in moments in each cubic micron of volume, align with the
geophysical applicationgequires accurate modeling of the Earth’s field. However, in a volume 100 m on a side a net
ac field amplitude and phase variations and full attention tdmbalance of about 10 moles of spifeguivalent to 90 crh
the imaging theory developed in this paper. Due to the comef saturated watg¢iare aligned, and therein lies the feasibility
plex structure of the human body, such modeling is veryof the technique.
difficult [13]. Exploring these issues in detail is important The ac fieldBt (r,t) generated by the transmitter colil
work for the future, but lies beyond the scope of the presentausedM  to tip away from, and subsequently precess about,
paper. B, at the (angulaj Larmor frequencyw, =2mv = yB,.
The outline of the rest of this paper is as follows. In Sec.Herey=26, 752 G 1 s ! for the proton, is the gyromagnetic
Il 'we use the Maxwell equations in a conducting medium,ratio. Explicitly, let B+ =B;— (B, B1)B, be the component
together with the specified geometry of the NMR transmitter By perpendicular td,, and letB:=B; +B; be the de-

and receiver loops, to derive a genemlaging equation  .,mposition of this orthogonal field into circularly polarized
which takes the form of an integration kernel that pmduce%o-rotating and counter-rotating componefsse Sec. IV for

the mefasured NMR voltage when inte;]gratedhagai;]\;t E givelfhe mathematical procedure for accomplishing this decompo-
subsurface water distribution. It is shown that this €Melkition). The co-rotating componerB; rotates clockwise

_reduces to the s_tand_af,d _on_e_used_m the literaties] qnly aroundBy, at the Larmor frequency, and the magnetization
in a certain “adiabatic” limit in which the nuclear spin dy- .
A . o evolves according tp1]

namics is slow compared to all environmental diffusive re-
laxation times, for example, for an insulating Earth. ) ) .

In Sec. IIl we consider some simple examples. The phase Mn(r,D)=My"(r)cog +(r,0) ]+ [My"(r) X By (1,1)]
de_lay effect is illustrated quanj[itati\_/ely f(_)r the_simplest ana- X sir{ 61(r,1)], 2.2
lytically treatable case of a point dipole in an infinite homo-
geneous conducting medium. The fields in the presence of ah MO—y B is th ilibri | o
homogeneous conducting half-space are also introduced fgfnereMy”=xnBo Is the equil fium nuciear magnetization
later numerical computations. density due to the Earth’s field; (r,t) is a unit vector

In Sec. IV we carefully pose the inverse problem in whichpointing alongB7 (r,t), and the tipping angle is given by
a series of NMR voltage measurements is used to infer thé(r,t) = w+(r)t, in whicht is being measured from the on-
water distribution, and in Sec. V we study this problem nu-set of the transmitter field, and the tipping rade(r)
merically. Large deviations from the adiabatiosulating =y|B7|(r) is time independent if the magnitude Bf is
limit are observed in physical parameter ranges commonlyime independent. Thud  lagsB; by 90°, and the angle of
characteristic of geophysical field measurements. The inC|L[jhe precessing spin increases at constant mgte Equation
sion of the imaginary part of the imaging data is shown t0(2.2) is obtained by transforming the usual rotating frame
add an independent datum to the inversion process, therelpression back into the laboratory frame, and is required in
improving the resolution of the estimated model. We showthis form for the computations that follow. The magnetiza-

also that in a conducting earth the NMR signal has a lat&ion generates an associated nuclear magnetic cUrtéht
time dc tail whose amplitude is determined by the distribu-

tion of T, decay times. Unfortunately, in present applications in=CV XMy (2.3
the level of this signal is immeasurably low. Future experi-

ments may, however, be capable of making use of this relagpich then serves as a source term in the Maxwell equations

tionship. for the corresponing nuclear magnetic fi@g(r,t) (see be-
low).
Il. FUNDAMENTAL EQUATION GOVERNING NMR Note that even for an insulating earth the transmitted field
RESPONSE decays rapidly far from the transmitter loop, and, as a rule of
A. Nuclear magnetization dynamics ;[humb,hspinf1 V\g” not be ftip;]petlul substantiallyI at c;listances
. i . _larger than the diameter of this loop. In typical applications,
_ In the absence of the applied ac field, the applied statiG 50_m_diam circular or figure-eight loops are used. Currents
field B, polarizes the nuclear spins according 19 in the range 200—-300 A are generated, which then yield
fields in the 102 G range roughly within th¢100 m)* vol-
sat Bo MN(M) Troom 4
N = By, (2.0 ume below the loop. Thusv;/w, ~0.02 and hencev
Be 2npo T = w1/2m~40 Hz.

MO (r)=1.70x10 M
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After the transmitter field is shut off after a pulse timg, It is convenient to expreg2.6) as a volume integral using
the magnetization will continue to precess for some time atppropriates functions to limit the contributions to the curve
the fixed angled+(r, ,). However, various decay processesCg. Thus, let the closed curv€g be parametrized by
act continuously and lead to an exponential decay of the
magnetization back to its equilibrium form. This involves 7(s), Osss<lg, A0O)=Hlgr). 2.7
both an increase in the component along the Earth’s field and R
a decrease in the components orthogonal to it. The decalhe unit vectort(s) = dsy(s)/|ds¥(s)| is the tangent vector
processes in general act differently on these two components the curve as. If Cg is parametrized by path length, then
and a phenomenological form fout is |ds¥=(S)|=1 andlr becomes the length of the curve. In any

case, define the vector field
Mp(r ) =M©O(r){1— e~ (/M) 4 g=(t=n)/Ty(r)

Ir
X cog O(r,7p) ]} +e /Tl TR(r)= J | dS95yR(8) 81— ¥R(3))- 2.9

X[MO(r)x B i .

MR XBr ()]s or(r. 7)), (24 Clearly Jx vanishes unlesslies on the curveCy. It is easy
where T, and T, are the longitudinal and transverse time tO check that this integral is independent of the parametriza-
constants, respectivei15]. Clearly, these same decay pro- tion of the curveCg. Also, if Jr(r) is integrated over a
cesses are acting during the time intervait3< 7, as well, ~Small surface element cutting the curveraty(s,), the re-
and the extrapolated origing and r; of the decay are actu- sult is the tangent vecta(sy). It follows then that2.6) may
ally given approximately byr,/2 rather thanr, itself. Both  be rewritten in the form
this 7,/2 rule and validity of(2.2) in this time interval de-
pend implicitly on an assumption that,<T,,T, is short
compared to the decay times.

We comment that the transmitter current does not turn on
and off instantaneously, and there will be some additionaPhysically, Jx(r) is the current density associated with an
delay timery between the switching of the current and theideal unit current flowing along the cun@g.
switching of the transmitted magnetic field as it propagates
into the ground. During the switching of the transmitted field C. Computation of the physical applied field
pulse at a point in the ground, the magnetization may un-

dergo some complicated dynamics. However, as long as thebIt is useful to defingwo magnetic field dlstr|but|o_ns in the
. A absenceof any nuclear magnetic effects. The first is the
duration 7, of the switching is small compared to the pulse

length, . and so long as<a, , this dynamics will tip the physical field resulting from currents in the transmitter coil.
p TSOL,

. Th nd is a mathematicall nstrucaeifbint field re-
nuclear spins by a very small angle, of orderr, e second is a mathematically constru eld re

< and will therefore correct the final brecession an IeIated to the fictitious receiver coil curregfy, that enters the
W1Tp, P 9€ormula for the NMR response.

g(Tga]’ :;(gvelllt %‘;’ g;geizwrUth?hphsasssﬁgaheagr%%zsigg t?fam, We define the physical field first. LB (r,w)e ! be the
y uni 1€ sw! 7p . TNUS, 9 magnetic field distribution generated by an oscillating cur-
triple separation of time scaleg,,~ 74<7,<T,, the magne- 0 it . .
L . . p rent, I1(t)=1te in the transmitter coil(the frequency
tization dynamics will be governed accurately (2 and . -
here will, of course, ultimately become the Larmor fre-

2.4, qguency of the nuclear spipsFor an ideal wire, the corre-
sponding current density will take the foerJT(r), in
which J+(r) is defined by the analog @R.8) for the trans-

The measured observable is the induced voltsgét), in mitter loop. The computation of this field requires that the
a receiver coil due to the time evolution of the subsurfacesubsurface permeability,.(r), and permittivity, e(r)

<I>R(t)=f d3rA(r,t) - TR(T). (2.9

B. NMR voltage

nuclear magnetization in response to the applied field =¢'(r)+4mio'(r)] w, distributions be given. Here' ()
ando’(w) are defined to be real and parametrize the real and
Vi(t)=— } % (2.5) imaginary parts of the dielectric function. Since the physical

c dt’ time-domain fields are real, bo#l and o’ are evenfunc-

tions of frequency. At the low frequencies of interest to geo-
where ®g(t) is the time varying magnetic flux through the physical applicationse’ is the bound charge dc dielectric
receiver loop constant ands’ is the free charge dc conductivity. More
generally, for higher frequency applications, independent
(I)R(t):J B(r,t)‘ﬁdA=J A(r,)-dl (2.6 measurements & (w), o' (w), andu(w) must be o_ptained
Sr Cr for input into the present theor}9]. These quantities are
generally second rank tensors, but we ignore this possibility
whereB=V XA is the total magnetic field from all sources, and assume an isotropic medium here. Of primary interest
and Si denotes a surface spanning the receiver 18gp In  will be the values of these fields in the subsurface. The cor-
many applications the transmitter coil, which generates theesponding vector potentidl+(r,w) is defined in the usual
applied field, is the same as the receiver coil. This actuallyvay viaBt(r,w) =V X A(r,).
simplifies certain calculationgsee beloy, but we will not The Maxwell equations may be reduced to a single equa-
specialize to this case until the end. tion for the vector potentidl14],
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E. NMR response for given applied field

4
V X —ek’A= Tjs’ (2.10 and nuclear magnetization

1
—V XA
“

The contribution to the receiver flux from magnetic

sources in the ground may now be computed as follows.

wherek=w/c, e=€'+4wic'/w is the complex dielectric
From (2.9) one has

constant, andjg(r) is the total current density from all

sources. A gauge has been chosen so that the electric field is do

just E=iKkA. It is convenient to define the operator Dg(t)= f z_e—lwtf d3r Tr(r)-A(r,w)
aw

iV>< — ek?l (2.12) =fd—we‘“’t<.7 |A(w)) (2.15
“ € , . = o R w)), .

L, e ,0";0)=VX

where the second line serves to define the usual inner prod-
uct, and it should be recalled thagiy is real.
Now, let A(r,w) be the field associated with the fictitious

current Jx, and letAx(r,) be the corresponding adjoint

which then allows us to expre$2.10 in the compact form
LA=(4m/c)js. Here,l is the 3X 3 identity matrix. The so-
lution Ay is then to be obtained from this equation by sub-
stituting an appropriate form fgg—typically the given cur-

rentl; flowing in an ideal transmitter coil wire. field:
The low frequency form of Eq2.10 may be converted e
to time domain with the simple correspondencéw— d;, L(w)Ar(w)=—Tx,
ialdi c
yielding
1 1 4 L (w)A )—477.7 (2.16
V X ;VXA +?(e’at2+4mr’&t)A(r,t)=Tjs(r,t), (@) Ag(@) == Tr. ‘

(2.12 Since Jyr is independent ofw, the relation £'(w)

o , R =L(—w) implies that Ax(w)=.4x(— ). The Fourier

which is then a wave equation wittf/e’=v? being the transform of the right-hand side of2.16 is given by
local dspeed_of Iéght_ in the subsurfﬁcE,lang an adged_ |'?ea(f4w/c)JR(r)5(t), so that.Ag(r,t) is the response and
time derivative dissipative term, which leads to a basic free~ _ N - i
decay time,rq=4ma'/ €', of the fields in the absence pf. AR(.r’t) = A F) Is the adjoint response of the vector po
' ' tential to as-function current pulse d@t=0. For example, the

time domain form of(2.16) becomes
D. Computation of adjoint fields

1 ~ 1 ~
The Hermitian adjoint of the operatdt is given by VX| =V XAg(r,t) |+ ?(e’af—4wo’&t)AR(r,t)
7
1
LN(0)=VX|—5VX |-k 4
e e =2 Tunatt). 217
=L(—w)

By causality,.Ax(r,t) vanishes fort<0 and.Ag(r,t) van-
=L(p*, €', —0" ). (213 ishes fort>0.
From (2.10 one may derive the following identity:
At low frequenciesu is real, and it is the presence of dissi-

pation through a nonzero conductivity that leads to non-self- (TrlA(w))=(clAm) (L (0) A(w)|A(w))
adjointness. ~
If A(r,w) is the solution to(2.10, we define now the = (Cl4m)( Ag(w)|L(w)A(w))
adjoint field A(r,w) as the solution to =<:4R(w)|j(w)>, 2.18
~ A7 which yields
£T(w)A=TjS. (2.14

<IJR(t)=f d3rf dt’ Ag(r,—t')-j(r,t—t")

Below we will require an adjoint field that is a solution to °
(2.14 in which g is replaced by a form involving7y. s [ L )

In the low frequency limit we recove®.12), but with the :f d rfo dt" Ag(r,t")-j(r,t—t’)  (2.19
substitution ¢’— —o¢’. Solutions to (2.12 are causal
[A(r,t) is sensitive only to earlier time currentg(r,t'’)  in whichj=j;+jg+jy is the physical current density arising
with t'<t], but solutions to the adjoint equation are anti- from both the NMR apparatus and the nuclear spins. The
causal [A(r,t) is sensitive only to later time currents, contribution fromj;, representing the mutual inductance be-
js(r,t’) with t’>t]. These causality properties are general,tween the transmitter and receiver cajis the presence of
not limited to the low frequency limif14]. the ground, will be extremely large while the transmitter
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coil is turned on, and will in general swamp all other contri- (2,12)]: the 5-function current pulse will lead to diffusive
butions[16]. It is for this reason that typical experimental penetration of the fictitious magnetic fielfg into the me-
protocols call for taking data onlgfter a suitable lag time  gjym. As will be seen below, after the initial arrival of the
following turn off of the transmitter coil. The contribution signal there is also a slow power-law falloff, which then also
from j represents the self-inductance of the receiver coil inggts the temporal width of the memory function. In mks units

the presence of the ground, and is subject to the design of thg,e may write, using scales appropriate to the geophysical
experimental apparatus. Both these contributions may thegrgplem,

be thought of as additive noise terms that degrade the NM

measurement. Finally, usifg=cV XMy, the contribution 1 p' \(100 m?
of interest from the nuclear spin dynamics may be written in D= ;(1 am/ 1 ms (2.23
the form

1 - where we have taken/ug=1, andp’=1/d' is the resistiv-

_(I)g(t)zf d3rf dt' Br(r,t’)-My(r,t—t’), ity measured in ohm meters. This leads to

C 0
: . . . Td=|_2/D=7T< m) ms. (2.24
in which an integration by parts has been performed and 100 p'
Bg(r,t)=V X Ag(r,t) is the corresponding magnetic field.
The measured voltage due to the nuclear spins is If the dimensionless product

N — 3 * ’ . Y v L 2 1 Om

VA fd rfo dt' Br(r,t')- aMy(r,t—t'). wLTd=2w2(l kHZ) - m) ( '™ (o5

(2.21) P

fs of order unity, the memory time will have a significant
effect. Forv, = w /27m=2 kHz andL =50 m, this will occur
for resistivities lower than of order 1Q m. Noting that the
skin depth at frequency is given by §s= 2D/ w [14], one
may write w,_rd=2L2/5§. An equivalent statement is then
that the memory time will be significant if the electromag-
netic skin depth at the Larmor frequency is comparable to
Results forBg, to be described below, are most simply the length scale of the measurement.
computed in Fourier space. The frequency spectruriv qf The estimates above will be confirmed explicitly for vari-
will generally consist of a strong peak, broadened by dephassus model problems. In Sec. Ill complete analytic solutions
ing and equilibration effects, centered on the Larmor fre<for the simplest possible case, that of a point dipole in an
quency. ThusBy actually need only be computed in a neigh- infinite homogeneous conducting medium, are given.
borhood of the Larmor frequency. As a final note, in principle one must consider the diffu-

Equation(2.21) shows that the receiver signal at tie sjon of B into the subsurface after the tipping pulse is
has contributions from the nuclear magnetization over aurned on. We ignore this in all of our calculations because
range of timed' <t determined by the “memory function” we assume that the time taken to tip the spin is much larger
Bg. As shown above, this function represents a spreadinghan the Larmor periodpt/w, <1. Under most conditions
magnetic signal due to a current pulse in the receiver loopene should also have;74<1 so that the tipping dynamics
The contribution to the flux at timeis then determined by s affected very little by delay effects.
the interaction of the time reverse of this signal with the
yar'ious nuclgar spins that it encounters as it moves backward F. The adiabatic limit
in time. Physically, of course, exactly the opposite is happen- ) ) ) o
ing: each nuclear spin is sending out a spreading signal for- In physical, chemical, and medical applications, the NMR
ward in time that eventually crosses the receiver loop at dneasurement probes a relatively small region of space at
later time. The interaction of this signal with the receiverfrequencies where the EM skin depth is much larger than the
loop geometry is then encoded By. These two equivalent Sample being probed. In this case the memory tiges
views basically constitute theciprocity relationthat is ex- ~much shorter than the Larmor period. One then Magr ,t
hibited mathematically ir2.18. —t")~My(r,t) over the relevant range @f, and the time

In nonconducting media1 the memory t|m§\, L/c is set integl’al in (22@ may effectively be carried out Only over
by the light crossing time of the measurement region withBr. One obtains then
linear dimensiorL. This time is typically a few tenths of a
microsecond and therefore is orders of magnitude smaller lq,g(t)zj d3rBY(r)- My(r,1) (2.26
than the Larmor period. The dynamics bfy is therefore c
very slow on the scale aof, and the adiabatic limit discussed
below is relevant. where

On the other hand, in conducting medig~L2/D will be
set by the diffusion gqnstam=c2/4'7r,u(r’ '[essentiglly'the' BY(r)= fmdtB(r,t), (2.27
inverse of the coefficient of the linear time derivative in 0

This relation is the basic result of this section. In compariso
with real data, it might be more convenient to Fourier ana
lyze the voltage signal to obtain

Vg(w)ziwf d3r Br(r,0) -My(r, o). (2.22
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which, from(2.17), then satisfies the static equation

41

V X TJR- (2.28

1
|-

THEORY OF SURFACE NUCLEAR MAGNETIC ...

1295

Since the tipping rate is generally much smaller than the
Larmor frequency,wt<w,, the dominant contribution to
the voltage comes from the last two terms and yie\l’&g)
Evg’l(t)COS@Lt+QD)+\7g2(t)SiI’](th+ ¢) with slowly vary-
ing in phase and out of phagquadraturg envelope func-

The solution to this equation is precisely the Biot-Savart lawjons. |t is mathematically convenient to combine these into

for the static magnetic field generated by the static curre

sourceJr. The measured voltage in this limit is then given

by

vg(t)=—J d3rBX(r)- dMy(r,1). (2.29

Now, the tipping dynamics oM y(r,t) is determined by
the transmitter loop field+(r,t), through(2.2). In the adia-
batic limit in which the transmitter current varies slowly
compared to any delay time, the transmitter curie(it) and
the actual transmitted field will be in phase:

(2.30

where Bg(r) is the field due to a static unit current in the

Br(r,t)=1(t)BYr),

transmitter coil In many applications, the receiver and trans-

mitter coils are coincident. In this casB{®=8BL) . For
NMR applications one choos¢$(t)=l$cos@Lt+ ¢), where

¢ is an arbitrary phase. One obtains then for the co-rotating

part of the transmitter field,

B-(r,t)= =12 [B¥(r)cog o t+ ¢)

N| =

—Box B¥ (N)sin(w t+¢)]  (2.31)

whereBY (r)=BY(r)—[Bo- B(r)]B, is the component of
B, orthogonal to the Earth’s field. To simplify the notation,
define the(statio unit vectorb$(r)= B3 (r)/| B (r)| in the
plane perpendicular t8,. Using (2.2) for the nuclear spin
dynamics, one obtains then

My(r,t)=|M(r)[{cod 6(r,1)1Bq
+sin 6(r,t)][Box b9(r)cog w t+ ¢)
+b%(r)sin(w t+¢) 1}, (2.32
with  6(r,t)=y|B:|(r)t= % 919 B (r)|t. One obtains
then finally from(2.26

%ch(t):f d3r[MO(r)|{cog 6(r,1)1Bo- BA(r)

+sin 6(r,t)]|Bg (1)|[Bo-b¥(r) X bi(r)
X cod w t+ @) +b3(r)-bY(r)sin(w t+¢)1},

(2.33

where the static unit vectdd{¥)(r)=B%"(r)/|B% (r)| de-

n

fhe single complex numbafi(t) =VR () +iVR (1), which
is then given by

VA =~ oy [ &r|BE (D IMO(D]sir{wr(r)1]

X{b3(r)-bY(r)+iBy-[DR(r)xBYUN)1}. (2.34

If the transmitter and receiver loops coincide, then the cross
product terms vanishes i2.33 and (2.34), and only the
in-phase component survives. We will see in Sec. IV below
that one of the effects of nonadiabatic corrections is to pro-
duce a quadrature component to the signal even when the
two loops coincide.

If the tipping field is applied for a time,,, then the com-
plex voltage envelope just after the turn-off time is

V(a)=VR(7y)

o Y*h2S(S+1)By
B 3kgT

fdgrlB%Hr)lnN(r)

{B&(r)-b%(r)

|1
xsw{zyqlzs%ml

+iBo- [BR(r)xb3(n)1}. (2.39
The pulse momenis defined a$1=I$rp, and(2.35 demon-
strates explicitly that it is only this combination that enters.
More generally, if the amplitude of the transmitter current
varies slowly (on the scale of the Larmor period
=27/w_ and the delay timey), then(2.35 is still valid, but
now with

q= fof"l$<t>dt. (2.36

In the case where the transmitter and receiver coils coin-
cide, (2.395 simplifies to,

o Y*h?S(S+1)B,
3kgTI9

where, in an obvious notation, we have introduced the physi-
cal total field amplitudeBro(r)=198%(r), whose perpen-
dicular component appears in the equation.

If R is the radius of the loop, the characteristic field
strength i/ BY|~ 2/cR. The expected voltagén volts) pre-
dicted by (2.37 may be crudely estimated a¥%/

V(q)= fdsrlB#o(r)lnN(r)

X sin

1 1
E?’Tp|BT0(r) (2.37

fined by a unit steady current the receiver loop, and also. 10_80w|_||\/|f\1°)||13$| R3, where 108c=300 V/statV is the

lying in the plane orthogonal tB,, is defined analogously to
b9(r).

voltage conversion factor from Gaussian to mks upl#].
UsingR=50 m, w, =1.33x10* s, and(2.1), one findsV
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~1 uV at room temperature for bulk water. The porosity of As a more specific application @8.4), suppose thaf(r)
the rock reduces typical experimental signals to the observearises from an ideal magnetic momén{r) =m,5(r) at the
100 nV range. origin. From the relation=cV XM one obtains

The relation(2.37) has been applied by a number of au-
thors to the surface NMR problefi7]. We see now that

(2.29 and(2.34 are correct only if dynamic effects, such as _ 1 12Dt
dissipation and retardation, are unimportant. Thus if the con- A(r D= 0(t) ====mox V(e )
i A Va4mDt
ductivity structure of the subsurface significantly alters the
applied field, as quantified b§2.24), then(2.8) is inappro- o e 1ot
priate and(2.21) must be used in its place. A full discussion =—0(t) — ————— Mo XT, (3.5
of the problem in this case will be deferred until Sec. IV V2t (4mDY)
below.

which points in the azimuthal direction relative to the axis
Ill. SOME SIMPLE EXAMPLES defined bym,. The magnetic field takes the form

A. Localized moment in a uniform conducting medium

To gain some insight into the fundamental res@i21) 1 )
we consider first the case of a localized current pulse B(r,t)Zﬁ(t)\/:Jno-('Vz—VV)((fr )
j(r)é(t) embedded in a uniform conducting medium. This 47Dt

medium is taken to havee=1, and uniform conductivity 1 e-riMot [ 2

o' =0,. We assume that the frequency is low enough éhat =6(t) — ————=1{ —[mMy—(My-r)r]—mof.

has negligible effect, and so take simgly=0. From(2.12) t (4mwDt)¥2( 4Dt

we obtain then the basic equation (3.6)
5-DVIA(D = 22 j(r) st 3.1
(0 ALY = —=in (), @1 This form shows the diffusive spreading with time of a dis-

torted dipole field. The diffusing front arrives at positiomat
with diffusion coefficientD = c?/4wo,. We define the diffu- t~r2/4D. At large timesB(r,t) points opposite tan, and

sion operator Green functioB(r,t) via decays with at~°?2 power law. As alluded to above Eq.
5 (2.23), this power law sets the temporal width of the memory
(0;=DV*)G=4(r) (1). (32 function Br. For completeness, the corresponding fre-

. . . ) guency domain forms af3.5) and(3.6) may be evaluated as
The Fourier transform of this equation is simply-(w

+Dg?)G(q,w)=1, whereq is the wave vector, with solu-

tion G(g,w)=(—iw+Dg? . Inverting the Fourier trans- L eanelroe)
form one obtains the frequency domain and time domain A(r,w)=mexV|—e 9 s
forms

— _ o [1i sgn@)]r/ogw)

ef[lfi sgn(w)]r/ d5(w)
47Dr

. G(gqty=e Pey(t),
(3.3

G(r’w): moxi:

2 1

r

. )

1+[1-isgnw)]

r
—r2/4Dt

G r,t :—0t ’

(r,t) (47D0) (t)

B(r,w)=mg-(IV2-=VV)

Eef[lfi sgn(w)]r/&s(w)}
whered(s) is the unit step function, vanishing fex 0, and r

in the first relation we have introduced the electromagnetic Mo— (Mg T)F

skin depthéy(w)=+2D/|w|, which decreases as frequency —e 1 sgn(w)]r/r?s(w)[ gj—2 0 7
and/or conductivity increase. We see explicitly the causal S(w)?r

nature ofG in the time domain. The functional coefficient of n~n

6(t) is the standard diffusion kernel. The general solution to 14011 sgr(e)] r F(mO' r)r—mo]
(3.1) is now, 164(w) r3

47TD 3,7 ’ I\ ’ (37)
A(r,t)=TJ d r'G(r—r’",t—t")j(r")s(t")

The adiabatic limit may be computed either as the zero
_ o(t) J d3r/j(r/)e—|r7r’|2/4Dt (3.4) frequency limit of(3.7), or by solving the Poisson equation,
JamDc2t3 ' ' V2Aq(r)=(4m/c)j(r), that results wheri3.1) is integrated
over time. HereAy(r) =7 .dtA(r,t) is the time integral of
This demonstrates the diffusive spreading of theD im-  the vector potential. The Green function is now just the usual
pulse[18]. The magnetic field is obtained as the cur(®). Coulomb potential, and one obtains
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1 i(r') field is required. Thus we may simply set=w, in (3.11).
Ag(r)=— EJ d3r’—,. (3.9 Notice that a figure-eight loop may be modeled by two op-
[r=r’| positely oriented loops displaced from each other by one

loop radius, and the associated fields are therefore simple

For th ial f int di n ins th " . .
or the special case of a point dipai, one obtains the vector superpositions of the two displaced fields.

standard dipole fieldl14],

3(Mg-1)r—mq

5 (3.9 C. Scaling of the signal amplitude

Bo(r)=—
' From the basic result®.21) and(2.29 for the measured

which also results as the zero frequendy-) limit of ~ Voltage, one sees that the response is governed by the size of
(3.7. the volume over which the produ#,(r)- My(r) is signifi-
Since the NMR measurement takes place at a well definegiant, and the overall magnitude B(r) in this region. The
frequencyw, , Eq.(3.7) provides the most direct quantitative region over whichBy(r) itself is significant scales ds, the
measure of diffusive effects. As discussed on generatube of the loop size. SincB, is the response to a unit
grounds below Eq(2.25), one sees explicitly the role of the current in the loop, its overall magnitude will scale inversely
skin depthdy(w, ) in altering the form of the field from its with the loop size as ILfin this same region. The main con-
adiabatic form, leading to the exponential decay and growthribution to the voltage will come from the region over which
of an imaginary part of the dipole field and for distances My(r) has been tipped somewhere closerf@. The surface

> 0s(wy). on which the tip angle takes any particular value clearly
scales a$?. However, the family of surfaces over which the
B. Horizontal loop sitting on a homogeneous half-space tip angle lies in some fixed intervabay of widthe) about

In later numerical computations we shall consider the cas@/2 scales inversely with thgradientof By(r) [the more
of coincident horizontal circular transmitter and receiveruniform is By(r), the larger the extent of the region over
loops of radiusr, lying on a homogeneous nonpermeable,which the tip angle will be within the tolerance of /2].
conducting half-space. In future woft9] we will consider ~ The local uniformity of3y(r) scales as 1/ and the volume
more general horizontally stratified Earth models. Definingover which the dot produdBy(r)-My(r) is significant will
the loop magnetic momenmoz,urrrglo/c, the electric therefore scale asl®. One concludes then that the voltage

fields are purely azimuthaE= Ed){b’ and given by[20] response will scale asl?, increasing as the square of the
. loop size. Therefore not only does one’s depth sensitivity
Ey(r,z,0) =ikA,(r ko) increase witH, but one’s sensitivity at a given depth gener-
] ally increases as well.
_ 4ikmg (= Ad) If one fixes the overall lengthof the wire, but lays it out
= J1(Ar)J1(Aro) . . . .
o JoN+A in a smaller loop with multiplgsay n) windings, the mag-
7)\2 . nitude of By(r) will scale with n while the loop size scales
xX[e **0(z) +e*0(—2)], (3.10  as 1h. The above estimate then shows that the measured

- i ) 5 ) ~ voltage will decrease asri?: there is therefore no direct gain
whereh = yA“—iw/D with D=c*/47o" the subsurface dif- from multiple windings. On the other hand, one may ask a
fusion constant. The radial and azimuthal components of thgjigntly different question: although overall voltage response

magnetic field are then given by increases with loop size, spatial resolution near a given depth
IA (say, 20 m below the surfagscales linearly with the local
B,(r,z,w)=— — magnetic fieldgradient Since the gradient decreases las
9z increases, there will be a trade-off curve between overall
4mg (= Nd\ signal-to-noise and resolving power at a given depth. Any
= —J1(Ar)Jq(Arg) given criterion for choosing where on this trade-off curve
fo Jo N+ one would like to sit will then determine an optimum loop
N ~ Rz size. If, for a given depth, this optimum size is significantly
X[re M0(z)—re**0(—2)], smaller than the length of wire available, multiple windings
will now provide an advantage. Determination of this trade-
B,(r,2,0)= } riAg off curve is not a simple issue and lies at the heart of the
2o ror inverse problem that will be discussed in Sec. V.

In any measurement there will be noise sources that will
add additional constraints on the experimental design. The
limitations of intrinsic thermal noise, which may be miti-

_ gated by averaging over many measurements, is discussed in
xX[e 26(z) +ero(—z)]. (3.11) Ref.[21]. In geophysical measurements, cultueal., power
lines and automobile engineand environmentale.g., light-
The \ integrations in each case must be performed numerining storm$ noise provide the most severe limitatior&2].
cally. For the purposes of computing the NMR responseThe former presently forbids use of the surface NMR tech-
only the Larmor frequency component of the time domainnique in urban areas.

4mg (=N\2d\
ro Jo N+X\

Jo(Ar)J1(Arg)
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IV. THE INVERSE PROBLEM AND COMPUTATION

of frequency while = - and b
OF WATER CONTENT DISTRIBUTION quency ar(o)=ar(=w) ()

=b1(— w,) are even functions of frequency. By rotatin$j’
A. The forward problem by a multiple of /2, and making a corresponding multiple
The present surface NMR technique consists of measuef 7/2 adjustment in the phasg;, we may choosex;
ing the voltage respons¥N(t), of the subsurface over some =|B7|=0 to be positive and- m/2< {y= /2. Consider then
time interval after application of various pulse momeqts the combinations,
=197, wherel? is the amplitude of the transmitter current,
lt=17cos( t+¢) and 7, is the length of the pulse. This
response is extrapolated back to infer the volta%n),

B} B =[a?- 2%,

_ 2., 2
where r,=17,/2 was defined in2.4). With the time delay Br-Br* =a3+B7, 4.3
effects discussed in Sec. 11 B 4, one should actually extrapo-

late back to a time several delay timeg after 7., but for B X B:*=—2i aT,BTI%o.

74,Tp<<T1,T, these distinctions are unimportant. We begin
this section by generalizing the adiabatic form(®a36) to  One obtains then
include delay effects.

(Bp)?

1. Computation of the corotating field eltT=
|(B1)?]

(4.4
First note that although the transmitted field oscillates at
the Larmor frequency throughout the subsurféolowing a
build-up time of order the delay time), (2.30 must now
be generalized to allow for a depth-dependent phase chan

in which the sign of the square root is determined uniquely
g%y the above restriction on the rangelgf. The last equation
etermines the sign g8, , and together with the second and
Br(r,t)=19[Br(r, 0 )cod o t+¢) the magnitude of the first, one then obtains

+ Brr, o )sin(w t+¢)]
e e aF% B +](Br) 7,

1 . .
= EI'(I)'[BT(riwL)e_I(th+ ) Br(r,— w, )€ (@t o]

“3 ﬁT=sgr[iéo-B#XB#*J%ﬂB#lz—|<B+>2|. 4.5
in which B(r,*xw )=B(r,e)xiBr(r,o )=B5(r,
:u(;)rta)nlsl Tﬂ(]te) ioerpi%efjﬁld_rirgpé';lﬁsi:;?o;?g%:?:(3;) niwsplex The unit vectorb+ is now finally determined simply as
precisely the frequency domain field that is computed in Sec. 1 A
lll. In the adiabatic limitB(r,* w )—BYX(r) is real and br=—Ree TB;). (4.6)
(2.30 results. Now, in a dissipative mediufi; ; and By, T
will in general be noncollinear, corresponding to an ellipti-
cally polarized transmitted field. This can be easily checke
for the example treated in Sec. Il C: frof2.32, components
of the magnetic field alongn,—(my-r)r and alongm,
—3(mg-1)r in general have different complex weights and

%Vith this decomposition we now see that the total field may
e written in the form,

Br=19[arcodw t+e—{7)br

hence lead to noncollinear real and imaginary parts of the + By sin(w t+ ¢— 1) BeX by
magnetic field. More generally2.10 yields very different
equations for the real and imaginary partdofvhenevere is =B (r,t)+B(r,t),

complex, i.e., wheneves-#0. The corotating and counter-

rotating parts of the field then have different amplitudes. To L1 ~

compute the co-rotating part we decompose the components Br=5lI Nar* Br)lcodw t+e—L1)by

of B+(r,w,) orthogonal to the static fielB, in the form,

¥ +o— X br]. .
BE(r,w) =10 ar(r,w)by(r,0,) Setem fnBoxbrl 7
These corotating and counterrotating components may also

+i1(r,00)BoX br(r, @, )] (4.2 pe expressed in the form

in which the phasér is chosen in such a way that and 8¢

~ 1 )
are real. Thestatig unit vectorbr(r,,), lying in the plane Br(r,t)= EI?[B%(r,wL)e*'(‘”L”“’)
orthogonal toB,, generalizes the adiabatic unit vect:%(r) '
defined abové2.32 (and reduces to it in the limib, —0). + B (r, o) e @t o], (4.9

Since B (r,— o )=B:*(r,w ) it follows that {(w)
=—{1(—w) and By(w )= —B7(—w,) are odd functions in which
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Br(ro)=B{*(r,— o) where terms of relativ®O(1/w T,,1/w, T,) have been ne-
glected. Substituting this form int®.21) and using4.8) one

1 _ : obtains fort> 7, :
- E[aT(r7wL)"‘ﬂT(rawL)]elgT(r'wL) P

1 .
X[Br(r, 0 ) FiBoXbr(r,w)]. (4.9 Vg(t)=—§wa d®r[MP(r)[e” o T2Osin (1, 7)]

The phasel{; now has the physical interpretation of the
change in phase of the rotating field relative to that of the

t

X{ e ottt e=in(p—iByx by)- j )
0

transmitter current. The relative phase of the precessing

nuclear spins will therefore change, throu@t2), with depth X Bg(r,t')elet’ 4 gilote—in)
as well. .
As an illustration of these formal results, consider the Aot iB wh M1t 1To(r)
. . . X (br+iByXby)- dt'e'''2
analytic example discussed in Sec. |ID. Suppose thgt (br 0% br) f
=myz and By=B,z both point vertically. From(3.7), the
field orthogonal tdB, is given by XBR(r,t’)e“"Lt'], (4.14
| 3m, sin(26) . r2
B (ro)=-——Fz—|1-2 Sgr(w)m in which the introduction of the maximum tirrtg,,,, which
stk lies somewhere in the pulse interviat 7,<tp,<t, recog-
x g~ (L= san@)]r/og(wl) g (4.10  hizes the fact that the forrt.13 for the rate of change of

the magnetization is valid only after the transmitter field is

wheres is the radial unit vector in they plane. and is the turned off. The reason one must be careful here is that the
p : yp ' ._memory functionBg(r,—t’) decays for large’ as a slow
usual polar angle. The real and imaginary parts are collinear

1 =502 ; ihi
in this case, and the perpendicular field is therefore Iinearl)power Ia.\W[S(.ae, e.g.(3.§), where at ?S?ay is exhibited
polarized everywheréother choices for the relative orienta- [0 & point dipole receivdy whereas the' "2 factor grows

tions of m, and B, would change this We immediately exponentially. The Iatter_ will then overwhelm th_e former at
identify [23], late times. Physically this means that the late time decay of
the signal will actually be governed not by the late tifge
decay of the magnetization, but by the late arrival oftdie
of the diffusing signal coming from thearly timemagneti-
zation dynamics. This effect, which will be quantified in
3mg sin(26) re —t1g(w) more detail in the next subsection, is extremely important to
2r3 l+455(wL)4e ' the measurement df,. If, however, one is interested only in
(4.1)  the voltage signal in the regime;<t—7,<T,, one may
safely drop all of theT, exponentials. It is then safe to take
+ 2r2 } the limit t,,,,— and one obtains,

d(w)?

b(r,w )=—p, B(r,0)=0,

a(r,m )=

r
L(r,m)) =sgr(wL)m+ arcta

1
W(t)=--w Jd3r MO (r)|sin wr(r) )]
There is therefore, nevertheless, a nontrivial phase change R 27t My | T
between the oscillating dipole and the oscillating field that

. . X . —i(o t+o—{71) . in B
increases linearly with distaneefrom the source. X{e e BR(r @) - [br(r, @) — 1B

A (o t+e—¢7)
2. Voltage response Xbr(r,w )]+t !
Equations(2.2) and(2.4) describe the build up, defined to X Bg(r,— o) [br(r,0) +iBoX br(r,@ )]}
start at timet=0, and subsequent decay of the precession (4.1

angle. The unit vector '

. ) The last line is simply the complex conjugate of the previous
By (r,t)=cog wt+ ¢— {1)br(r,w) line. Now, the output of a typical NMR experiment is not
A Vg(t), but has the rapid oscillations at frequeney re-
—sin(wt+¢—{1)BoXbr(r,w ) (412  moved. This is accomplished with quadrature detection
schemd 1] whose output is théreal and imaginary parts of
is determined by4.8) even fort>7,: the continued preces- the) complex envelope voltage,
sion of the magnetization in effect defines a direction for

B r,t) even after the transmitter current is shut off. One .
s then, VR(O=~o, J d*r[MP()[sifwr(r) 7]

. i{1(rop) .Tb —iB.XDb
AMN(r D= o MP(D)]e” ¢TSI 6r(r,75) 187 (1), X eI BR(T @) [br(T, ) ~1BoXbr(r o),
(4.13 (4.19
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which is time independent in this short time regime. It is the 2w y*h?S(S+1)B, 2 £kt o0)
quantity VR(t) that is extrapolated back to=7; , and one = 3kgTIC emrTh

then obtains the formal relation
X|Br[(r)sin(y7p| B (1)),
Viax)=Vi(r)= | Erk@egnmm, @ | | |
in which, in the second line we have introduced the physical
corotating and counterrotating parts of the transmitted field.
In the adiabatic limit both have the same amplitude, equal to
half the total field amplitude, an.37) is recovered.
Notice that if the transmitter and receiver coils aret
coincident, the kernd{, through its real and imaginary parts,
w Yh?S(S+1)B, (1 is independently sensitive to the components of the magne-
3T S|n[§yq[aT(r,wL) tization parallel and perpendicular to the polarization vector

br. This is true in both the adiabatic and nonadiabatic cases,

in which ny(r) is the number density gtetectablgnuclear
spins[ =2n(r) for water, wheren(r) is the molecular num-
ber density, xo=(Xq,Yo) labels the horizontal position of the
receiver loop, and the integration kernel is given by

K(qaxoﬂ')z -

3 oo a_nd may provide some motivat_ion_ for considering noncoir_1-
Br(r,w )] peemie cident loop geometries. For coincident geometries the adia-
batic response voltage.37) is real. Adiabatic corrections
X Bg(r,w,)-[b(r,w ) —iByXbr(r,w)]. lead to phase changes in the subsurface transmitter and re-

4.18 ceiver fields, and, even for coincident loops, this produces a
' complex phase factoe?¢T in the response voltaget.21).
This again confirms that it is indeed only the pulse moment! N€ relative size of the “quadrature component,” i.e., of the
q:|$7p that enters the response. imaginary part of the response voltage, is then a d|r¢ct_ ex-
perimental measure of the breakdown of the adiabatic limit
[24]. Since {; varies with depth, the overall phase of the
voltage signal will be a nontrivial function of the pulse mo-
‘mentq. The fact that the phase comes in doubled is signifi-
cant: from the analytic model discussed in Sec. 11D and at
the end of Sec. IVA1, one expects this phase to increase
linearly with distance from the transmitter loop. Thus, for
Bﬁ(r,w,_)=eigR("“‘L)[aR(r,wL)BR(r,wL) example, ifrlﬁs(wL):Tr/_Ar one expects the contrit_)ution to
the voltage to be approximately 90° out of phase, i.e., purely
+iBgr(r,w )ByXbg(r,m)]. (419  Qquadrature. Measurable interference effects between differ-
ent subsurface regions should then be observable at depths

Now, from (2.14), Bg(r,w,) is simply the magnetic field
generated by a unit currert '(“t'*¢) in the receiver coil
oscillating at the Larmor frequency, . The orthogonal
components of this field may also be written in a form analo
gous to(4.2) [due to the dot product it¥.18), it is only these
components that enter

The generalization of2.35 is then much less than the skin depth. In Sec. V numerical results
- using the kernel4.21) will be presented that support this
_ o Y hS(S+1)By |1 conjecture.
K(d,Xp;r)=— 3KgT sin EVQ[OZT(V,CUL)
3. Voltage response at long times
— B1(r,w )]} e'lerhen) R o] Equation(4.15 was derived fron{4.14) by assuming that

t<T,. Imagine for a moment that,<<0. Then convergence
A B ast—c is ensured, and one obtait¥% 15 and(4.16 for all
XLar(t o)+ Br(ro) JLBR(F L) - br(f, o) times t> 74+ 7,, but with the replacemenBg(r, = w|)
+iBy- Br(r, ) X Br(r,w)]. @20 —e CROBL(r, zw —i/Ty(r)), where Bg(r, =
—ilTy(r)) is the analytic continuation oBg(r,*w ) to
Note that it is thecorotatingpart of the transmitted field and complex frequencies. Now, although the integral no longer
(due to the time-reversed nature of the adjoint filde  converges wherT,>0, the analytic continuation remains
counterrotatingpart of the receiver field that enters the volt- perfectly well defined. It can then be shown that if one is
age response. The former determines the tipping angle whiliaterested only in the part of the signal that oscillates at the
the latter determines the response amplitude. In the adiabaticarmor frequency, botk4.15 and(4.16 remain valid, with
limit, ¢{1.r,B1r—0, aT,R—>|B$+R|, BT’R_> bY -, and(2.35  this same replacement. Unfortunately, this portion of the sig-
is recovered. When the transmitter and receiver loops coin?al, which continues to decay exponentially on the time scale
cide (4.20 reduces to the form T,, becomes subdominant at larg an essentiallylc sig-
nal that decays as a slow power law. It is the purpose of this
o Yh?*S(S+1)B, subsection to understand the origin of this signal and the
K(0,X;r)=— @2idr(r,m) (4.21) inf o .
3kgT information it contains.
In analyzing the long-time decay of the voltage response,
. one must take care to consider the contributions from all
Xsin 5 yalar(r,o) = pr(r,oy)] possible sources. Thus, in addition to the contributions from
the nuclear spins, there will also be contributions from cur-
X[ar(r,o )+ Br(r,op)] rents induced in the grourdirectly by the transmitter loop.
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It is the late time arrival of the diffusive tail of all such is the total integrated magnetization pulse. Note that in this
signals that gives rise to the slowly decaying dc power lawlimit all contributions from the subdominant exponentially
From (2.19, following the same steps used to derive decaying Larmor frequency terms disappear.
(2.21), one may write the total voltage response in the form Let us consider various experimentally motivated model
forms for M. The transmitter loop magnetization takes the
VR(t)=—aJ d3rmeR(r,t’){M(r,t—t’)—Mo(r)], form MT(r,t)=n[IT.(t)/c]ﬁl(z)XT(r), where n==xz is the
0 loop normal(for a figure-eight loop the normal Bon one
(4.22  lobe and—z on the othey, and the indicator function(r)
) L . is unity inside the area of the loop and vanishes outside. For
w_her_eM =My+M1+Mpgis thg_tot_al magnetization densny_, the current we take the model forln(t)zl?ET(t)cos(th
W|th j =cV.>< M. The total equilibrium l:_:ack_ground magneti- +¢), whereE(t) is an envelope function given roughly by
zation, which clearly makes no contribution to the voItageET(t)%a(t)e(Tp_t)' The contribution to(4.24) from the
response, has been subtracted for convergence purposes. k@ smitter loop then takes the form
a horizontal loop, the magnetization is vertical, uniform
across the area of the loop, with magnitude)/c, where 1,- e
I(t) is the current in the loop. Now, the transmitter loop MM,T(r):EITZ&(Z)XT(”fﬁwdSET(s)COS(“’LSJF ¢)
current runs only during the pulse time intervak0<r,,
and the nuclear magnetization response builds up over this 0~ \sin(erp+ ¢©)—sin(p)
same time interval, then decays exponentially back to its ~1728(2) x+(r) w.C , (427
equilibrium value on the time scal€,. The receiver loop
current, since it provides the measured response to all thehere the second line follows from the square pulse choice
fields generated in the ground by the NMR apparatus, wilfor the envelope function. The combinatibPi3y, is of order
decay with the same slow power law that the fields do. Howthe amplitude of the tipping field, i.e., about 0G. Using a
ever the magnitude of the receiver current is presumed to beop radius ofR=50 m and, from(2.24), r4~0.1 ms, one
tiny, and this self-inductance effect should be negligiblemay therefore estimate the corresponding contribution to the
compared to the effects ¢§ andjy in all regimes of inter-  voltage as Vg~ (10 8c)pld|Bg| 7R/ 5w c(7q/t)PT1~1
est. The time integration irf4.22 is then essentially re- uV(74/t)P*. This estimate should be valid a few Larmor
stricted to a finite time interval. At large times, compared toperiods after the end of the tipping pulse, and therefore be-
the diffusion timery across the measurement regfenfrac-  comes immeasurably small on the time scBjeof the Lar-
tion of a millisecond in typical situations—sé2.24], one  mor frequency signal. Note also the extreme sensitivity of
will have the asymptotic form this result to,. In particular, it can be made to vanish
identically if w, 7, is chosen, for any integerto be either of
, L 17y P the form 27 or of the form (21 +1)7—2¢. A similar re-
Bg(r,t )”BR(r)T_d<t_,) (423 gyit will hold for any choice of envelope function. Since the
precise nature of the envelope functi@s well as the precise

with p=5/2[see, e.g., Eq:3.6)]. The 1k, prefactor is cho- Value of the phase) is experimentally uncontrollable on the
sen so thatB% has the same units aBg in (2.29, i.e. time scalet, =27/w_ (a fraction of a millisecondof the

magnetic field per unit current. Thu8z should be of the 1I‘_rarr:1mr:1r perlfdr,n ”::trer‘:’]um'zr@ r:’]"'lrl]tba‘:’]'g%u?{l b\(/a :andc:mz ;
same order a®8%. Let t,,, be the time beyond which all 0 eastrement fo meastrement, a average 1o zero

. . . over a series of measurements. This average will then leave
contributions toM — M, effectively vanishithust,,,,= 7, for g

; s ! only contributions from the corrections t{d.24) that decay
M+, while ty— 7,>T4, T, for My). One obtains then for with the subleading power law /"2,

= tmnact 7 Similar considerations apply to the subsurface nuclear
FpHL . M(r,S)—Mo(r) magnetizatior(2.4). The magnetization in the plane orthogo-

VR(t)%%(_") f 43 BE(r)- f e 07 nal to By has an envelope that ramps up from zero on the
o\t 0 (1—s/t)P*? interval O<t<7,, then decays to zero exponentially on the

(4.24  time scaleT,. However, this envelope is multiplied by a
vector in the plane that rotates rapidly at the Larmor fre-
Since 74 is so small in typical situations, this form obtains quency. The result is then again a small, essentially random,
almost immediately after the magnetization returns to itSntegrated moment that averages to zero over a series of mea-
equilibrium value. Suppose now thatt,;,>1. One may surements. On the other hand, the magnetization ayng
then drop the denominator in the time integral to obtain thejoes notoscillate, and henceloesyield a net systematic
pure power law form, pulse. The contribution t64.25 is given by

Y p(7q|P" 3, 12 MO °°d
R(t)~T—§ T d3rBa(r)- M(r), (4.29 My n(r)=My7(r) o SEx(s)

. . 1
in which =—M(NO)(r)(m{wT(r)Tp—Sir[wT(l’)Tp]}

M(r)EfiwdS[M(f,S)—Mo(r)] (4.2 +{1—coqu<r)rp]}T1(r>>, (4.28
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in which, motivated by the forn2.4), the second line fol- mation content of such a measurement is intriguing. Note

lows from the choice of envelope function that measuring the response of the ground to an electromag-
netic pulse is a common field technique for determining its
0, t<0 conductivity structure. In Eq4.27) the pulse is coming from
En(t)=4 cofor(rt]—1, O<t<r, the nuclear spins themselves, but the unknown distribution of

T,(r) precludes an independent extraction of the conductiv-

_ —(t=7p)/T4(r)
{cogwr(r)7p]—1je T 00, t=7p, ity structure.

(4.29

where, for simplicity, we have taken =, [for 7,<Ty, a B. The inverse problem
different choice forr, leads to subleading corrections to

(4.28)]. This is a very interesting result. It says that after thethe subsurface(4.17) with (4.20 or (4.21) represents an

Larmor frequency oscillations die out, with appropriate Sig'equation for the voltage respon&etually, two equations for

Sal avzragmlg, a Stlﬁw gc powirt:]aw decﬁ‘yl is left Over’twr;'ft:‘the real and imaginary parts of the voltage resppdse to a
epends only on the decay of the parallel componert o ‘aiven subsurface water distribution. One is actually inter-

nuclear magn'etization. I is §ignificantly larger tham, [a_s ested in the inverse problem, i.e., inferring the nuclear spin
is really reguwed for the'vahdlty of2.4)], the Ia;t term N gistribution from a series of voltage measurements. This dis-
(4.28 dominates. Thus, if the nuclear magnetization iS X+ tion is in general fully three-dimensional, and solving

tracted from the usual NMR signal at short times #al?)  yis inverse problem, even in principle, would then require
and then used as an input in.2§ and(4.29, an indepen- measurements at many different loop positiogs as well

dent measure of the distribution of time constani$r) is . : .
. : ulse momentsg]. Typically, however X, is held fixed and
obtained. A standard technique used by borehole NMR tool nly g is varied. In this case only certain spatial averages of

for measuringT, involves pulsing thestatic field By for 6"\ ater distribution can be inferred. Only if a horizontally
varying lengths of time, and then using the NMR technique,

. X .1 =stratified subsurface structure is assumed can one in principle
to measure the resulting buildup of the nuclear magnetizatiopy e fy|l information. As computation of the magnetic
[25]. This method clearly cannot be implemented

h's field is bei d if thefields entering(4.6) is tractable only in this latter case, we
Earth’s field is being used. shall make this assumption in all that follows.

c F"?g”y'f. let ﬁs Iconlsidferh eépected forr(]jerg c:jf rr_nagr;}itude. With a horizontally stratified conductivity structure, the
onsider first the level of the dc part of the sigdaring the kernelK(q,xq;r) is actually translation invariant in the hori-

magnetization pulse<t,.,. Since the magnetization along zontal positionx.. Writing r=(x.z) with x=(x this
B, varies slowly on the scale ofy, the adiabatic limit of . ¢ E)haK=K(O(;1 X _X.% Le(t 2) (x.y),
(4.22 obtains, and fron{2.27 one has simply 7o e

Given a model of the electromagnetic characteristics of

" Sy — 2 ik (Xg—X) oy
V‘F’f(t)z—fd3rI§0-Bg(r)éo-atMN(r,t). (4.30 Klakiz) fdxoe TUK(Axmxz) (43D

The order of magnitude of this signal may be estimated simpe the horizontal Fourier transform of the kernel, and let
ply by noting that it will be roughly a factow, T, smaller
than the amplitude of the Larmor sigrialee the discussion ﬁN(k,z):f d?xny(x,z)e™,
below (2.37]. ForT;~100 ms one then find¢g°~1 nVv, an

immeasurably small value. The magnitude of this signal for (4.32
t>1tnax Will then be reduced from this by a factdry/(t \‘/N(q'k):f d2xoV (g, Xg) ™k >
—tmad 1Peff, Where p<pes<p-+1 is some effective power

mimicking the behavior 0of4.24) at intermediate times be-
fore (4.25 becomes valid, and will therefore also be unob-
servable. For completeness, and in the hope that some for
of future experiment may access this regime, it is neverthe
less worthwhile performing the estimate in the regime in
which (4.25 is valid. The prefactor is of orderT(/ry)? (/(q;k):f dzK(q,k;z)ny(K,2). (4.33
times the above estimate fof2°. The diffusion time is esti-

in(2.24). With L= =10 Q fi . . .
mated in(2.24. Wit 50 m andp=10 1m, one finds The full three-dimensional problem therefore separates into a

7q=0.1 ms, Thus Ty/75)°~10° and we obtainVe~1 separate one-dimensional problem for each individual value
\Y P*1 Note that th f here is th f -
mV(7g/) ote that the prefactor here is three orders o f k. For the inverse problen¥(q;k) must be computed

magnitude larger than the corresponding prefactor compute‘& imately f : f Ve §
above for the direct contribution due to the transmitter loop approximately from a series of measurementy ;o) for

However, since this form is valid only fa=T,, one stil & Séduence of’s at different pointsxo. If ny=nn(2) is

finds Vg in the immeasurably small femtovolt range. rjorlzontally translation invariant, i.e., independenkpthen
Extraction of the nuclear magnetic contribution to the co-Nn(K.2)= nn(2)(27)%5(k), and only thek=0 equation sur-

efficient of 1tP*! from the experiments considered in this VIVES.

work is impossible. Nevertheless, application @25 to Typically one simply measureg(q;x,) at a fixed point

future laboratory experiments performed under more favorx, andassumeshat ny=ny(Xq;2z) is independent ok. One

able conditions may be possible, and in principle the infortherefore inverts the relation

be the corresponding horizontal Fourier transforms of the
clear spin density and of the response voltage. Equation
(4.17 then becomes
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~ ~ Conductor (o = 0.05 S/m)
V(q;x0)=j dzK(q,0;2)nn(Xg;2), (4.39 1B, By

for the functionny(z). However, as the notation indicates, if
the water distribution is1ot horizontally translation invari-
ant, the water density inferred in this way will change if the

0.302308
T

loop positionx, is changed. The relation between the exact "7~ o T o o a0 5 a0 200

0.302308
T

T T 100

nn(x,2) andny(Xe;z) may be obtained by writing4.17) in Insulator (G = 0001 S/m)
the form i [B|
. K(g,Xo—X;2)
V(q;xo)zf de(q,O;z)f dZXLHN(X,Z). B I
K(9,0;2) gl R T
(4-33 -10p -} 2.289096 . ; 100 .
-100 50 0 50 100  -100 E %;n) 100
Thus we identify xm) X
[ T I :
K( ) -1:.0 -GID -5‘.5 -5.0 -4.5 -4.0 -3.0 -2.0 0.0
~ Xo—X;Z log,( lized tic induction)
nN(XO , Z) _ J’ d2X f" 0] nN(X,Z), (43@ Ogll) normalz: magnetic imnduction
K(a,0;2) FIG. 1. An east-westy(=0) oriented vertical X-z) slice of the

L . . . magnitude of the applied corotatingBg |, left column and coun-
which is then a convglutlon of the true density with the NOterrotating (B7], right column fielt?:(i‘or a conductor ¢=0.05
malized kernel. Thusiy(Xo;2) is a nontrivial, horizontally  s/m, top row and an effective insulatoro(=10"3 S/m, taken
weighted average afiy(r,z). In the context of the inverse slightly nonzero for numerical convenience, bottom yoWhe ori-
problem, the relation(4.36 demonstrates that there are entation of the static field is described in the text. For an insulator,

strong hidden correlations betwerg and the kerneK that  the corotating and counterrotating fields are both equal to exactly
are not evident i4.34. These correlations become evident half the amplitude of the applied tipping field at each point and are
only if one attempts to invert4.36) for the actualny(x,z) symmetric arounck= 0. Appreciable conductivity breaks the sym-

~ ) . metry slightly causing the corotating and counterrotating fields to
paseq on a_\_s_equgnce_m,(.(xo,z) at_dlffer_entxo. One may differ from one another, although each is just the mirror reflection
find instabilities in this second inversion that could be

. . . : ~— “*=of the other through thg-z plane. The fields are normalized by the
avoided by performing a careful simultaneous inversioq in - maximum value indicated in the bottom left corner of each subplot,

andx, based on the Fourier representatidB4). _units are Gauss/Amp, and the gray scale is logarithmic.
For the purposes of the present paper, we shall deal with

strictly one-dimensional model inverse problems based on )

the one-dimensional kerné4.34). In Sec. VB the structure 9round-water measurements.g., via a well or borehole

of this kernel will be investigated numerically, and in Sec.With which to compare to the NMR inversion. To further
V C the associated inverse problem will be investigated folcomplicate matters, ground truth would also have to involve

various model data sets with special attention to the effectgn independent measure of the ground conductivity structure,
of finite ground conductivity. as well as the porosity and magnetic impurity concentration

level of the ground at each depth. Sin€g and T, are
strongly dependent on the latter proper{i&Ss], they are re-
quired to estimate the extent to which the water in each re-
Equations(4.17) and (4.20 completely specify the solu- gion is actually visible in the NMR signal. Although many
tion to the forward problem for the NMR response voltageNMR ground-water surveys have been performed, rthme
for a typical NMR experiment. Kernels similar to E¢.21),  we know of, or have access)twere performed in the pres-
for coincident receiver and transmitter loops, have alreadgnce of the required ground truth. We are currently working
appeared in the geophysical literatusee, e.g.[4-6,17), on proposals to fill this gap, both with laboratory and geo-
but these earlier works accounted either incorrectly or not aphysical measurements. In the present work we are then lim-
all for the effect of a finite conductivity structure. In this ited to comparisons with synthetic data. In addition, we treat
section the nature of the more general forward theory dehere only the relatively simple case of a uniformly conduct-
scribed in this work is characterized by presenting computaing half-space. We will present a detailed investigation of the
tions performed in geophysically relevant settings. We espeeffects of more complicated horizontally stratified conductiv-
cially contrast the results with predictions made for theity structures in future work19].
adiabatic limit in which the medium of propagation is an  To simplify the simulations, we have imposed the follow-
effective insulator. In addition, synthetic inversions are pre4ing conditions and assumptions: the Earth’s static field is
sented that demonstrate the importance of utilizing the morassumed to have a magnitude of 0.587c@nsistent with a
general theory in inferring information about the density andLarmor frequency of 2500 Hzpointing north at an angle of
spatial distribution of water. Optimally, we would also have 25° from the vertical(declination 0°E and inclination of
liked to present inversions of real experimental NMR data.65°N), the circular receiver and transmitter loops are coinci-
Unfortunately this is a pointless exercise unless the NMRdent with a diameter of 100 m, and the solid Earth is a
data is accompanied by ground truth. Thus, a proper experhomogeneous conducting half-space. Varying the inclination
mental evaluation of the theory requires coincideitect of the static field changes the results in detaidrying the

V. NUMERICAL SIMULATIONS
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Conductor (o = 0.05 S/m)

z=-10m z=-25m 50 m z=-75m
100 L . L 100 L . L 100 -
50 - 50 - 50
—_
E oA L 0 L o
>

: FIG. 2. Same as Fig. 1, but
P 100 2 e here horizontal X-y) slices of the

-100  -50 0 50 100 -100 -50 0 50 100 -100 -50 0 - magnitude Of the f|e|d are pre_
JSHIAIGR 05" =0D01 S/l sented at different specified
depthsz Only the corotating field

(IBF]) is shown due to the mirror
symmetry apparent in Fig. 1. The

3.19839x102 1.18037x102
T T

£ 5 F° r le is not logarithmi
g gray scale is not logarithmic.

50 L .50

102
100 3.1537'9 10 - - 100
-100 -50 0 50 100 -
x (m)
f I —
0.00 0.10 0.20 0.30 0.40 0.50 0.60 0.75 1.00

normalized magnetic induction (|B;*])

inclination serves only to rotate the coordinate sygtdmt  ter and receiver coils, both with a radius of 50 m, lie on the
the general conclusions drawn from the simulations will beEarth’s surfacez=0, and are centered &= (x,y)=(0,0).
unaffected. Genuinely realistic simulations, however, wouldThe typical amplitude of the applied current in present in-
require conductivity to be a variable function of depth, par-struments id =300 A and tipping pulse lengths, 3 RIS,
ticularly because it is a strong function of water content. It<30 ms, are chosen to produce pulse mometmts]-?rp,
should be emphasized thet.17), (4.20, and(4.21) are for- ranging from 18A-ms to 1.5<10* A-ms. In Figs. 3-9, a

mally valid for conductivity structures that can vary arbi- yglue q=10* A-ms has been used. This is a relatively large
trarily in three dimensions, but since the general effect of

conductivity on the NMR response of a conductive medium
can be demonstrated with a homogeneous half-space, for the Conductor (o = 0.05 S/m)
purposes of the present work we have confined our numeri-
cal discussion to this simple case. More detailed inversions,
in particular, need to be performed in the presence of strati-
fied conductivity structures and for variable loop geometries.

A. The forward problem in three dimensions

The purpose of the forward simulations presented in this <100 80 60 40 20 W B0 A0 6l 00 1

subsection is to illuminate the general theory in a geophysi- Insulator (o = 0.001 S/m)
cally realistic setting by demonstrating the character and im-

portance of the effects of a conducting subsurface. For coin- -20

cident transmitter and receiver loops, the complex NMR 40 ~

three-dimensional integral kernel is given by E421). Fig- E o] U

ures 1-9 present slices of the various fields that enter this N o] . . i

kernel as well as the kernel itself. Throughout these figures,
we contrast the values for an effective insulator with conduc-

-100 T T T T T T T 1
-100 -80 60 -40 20 0 20 40 60 80 100

tivity 0=0.001 S/m(chosen slightly nonzero for numerical x (m)
conveniencewith that of an intermediate conductor with
=0.05 S/m. This value is fairly typical of dry, near-surface i

0 45 90 135 210 225 270 315 360

soils and sediments that have conductivities ranging from i
tipping angle (degrees)

abouto=10"1—10"2 S/m. Highly porous water saturated
sediments with alkaline entrained waters can have much 5 3 an east-westy(=0) oriented vertical X-z) slice of the
higher conductivities ranging from fractional to several S/m'tipping angle,yr,|B(r)|, for a conductor(top) and an effective
.. . . Y Tpl BT )

Thus, the effects of conductivity shown in Figs. 1-9 are ofingyjator (hottom). The pulse moment chosen i5=197,=10°
intermediate magnitude relative to those expected in Neak.ms. The +x asymmetry in the corotating applied field for the
surface exploratory NMR surveys. conductor, as shown in Fig. 1, manifests itself here as well. Excur-

The Cartesian coordinate system that we use in the simusions through 360%jumps from black to whitgindicate that the
lations has the positivg, y, andz axes in the east, north, and nuclear spins have been tipped full circle and returned to their ini-
up directions, respectively. The circular coincident transmit-ial orientations. Units are degrees, modulo 360.



PRE 62 THEORY OF SURFACE NUCLEAR MAGNETIC ... 1305

Conductor (o = 0.05 S/m)
z=-25m z=-50m

z=-75m
ey : 100 - )

1 100 L

ARRARRRARS. FIG. 4. Same as Fig. 3, but
) here horizontal X-y) slices of the
et tipping angle are presented at dif-
ferent specified depthsz. Input

3 parameters are described in the
text.

100 -50 0 0 50 - - 50 0 100
x (m) x (m) x (m) x (m)
= | L m
0 45 90 135 210 225 270 315 360
tipping angle (degrees)

value that substantially tips the spins at 100 m depth. Théd and significant tipping will be confined to shallower

tipping field magnitudes shown in Figs. 1 and 2 are propor-depths.

tional to the current amplitudé but are independent of the A much more significant effect of finite conductivity in-

pulse lengthr, . The phase angles shown in Figs. 5 and 6 are/olves the variable’y, half the phase lag between the re-

independent of both? and T ceived and transmitted signals from a particular point in
Figures 1 and 2 display various slices of the magnitude Oﬁlpace._ As equatio.2]) shows, a nonzerdr makes the

the corotating Bf|) and counterrotating|B7|) compo- MR integral kernel complex. For a perfect insulatdr,

. T .. =0 and the kernel is purely real. The complexity of the
nents of the applied magnetic tipping field. These two fleIdsKerneI dephases the transmitted and received voltages from

differ from one another only in a conducting medium; for an different points in space. If 2 is larger than about 20°, the

insulator they are equal to half of the total applied field. They\r response of a conductive medium would significantly
differences, however, are subtle, even for a conductor. As

shown in Fig. 1, the conducting medium, of course, attenu- Conductor (o = 0.05 S/m)
ates the applied field faster than does the effective insulator iy : R ————

More interestingly, the conducting medium exhibits a small

+X asymmetry not apparent in the effective insulator. The
magnitudes of the corotating and counterrotating fields are -°
mirror images of one another through the vertical plane con-g
taining the static fieldthe y-z plane in the figures Mirror N
symmetry is restored only if the ground is insulating. Full -1
axial symmetry exists if the Earth’s field is precisely vertical.

The corotating applied tipping field controls the spatial

distribution of the tipping angleyr,|By |, which is the argu- L o ” T - - -
ment of the sine in Eq4.21). Figures 3 and 4 show various x (m)

slices of the tipping angle. Figures 1 and 2 are very similar to - e

Figs. 3 and 4 because surfaces of ﬁ*5¢| obviously coin- -180 -140 -120 -100 -80 -60 -40 -20 20 40 60 80 A00 120 140 180
cide with surfaces of fixed tipping angle. The main differ- 20y (degrees)

ence between these two sets of figures is that the tipping . . .
) ps o ..~ FIG. 5. An east-westy=0) oriented vertical X-z) slice of
ﬁ\ngtlgslz?r;:' dseglr?gi OI22{[;1?;#;%55%r"r1WshIf(r:2rrl1meI):(ELstg vsvtrl;li?zén the phase lag between the transmitted and received signals
9 gs. ’ jump rom a particular point in spacghe overall voltage is their linear

represent the locations at which the spin direction has unde'é’uperpositioh The black lines, adjacent to the surface, mark the 0°

gone one complete.360° orbit. B‘?Cause the t_'pp'n_g angle I(?ontour, with positive values below it and negative values above it.
the argument of a sine, the magnitude of the imaging kermetpe yhite line marks a-180° contour with positive values above
maximizes for tipping angles of 90°. The differences be-  ang negative values below it. The plot is mirror symmetric because
tween the tipping angles for the conductor and effective inv_ s effectively the same for both corotating and counterrotating
sulator are, again, subtle. Plots of tipping angles for differenparts of the applied field. The phage is independent of both the
values of the pulse momert, are similar to Figs. 3 and 4 transmitter current amplitudd and the pulse length, , and grows
with one key exception. The magnitude of the tipping angleapproximately linearly with distance from the coil. For an insulating
increases withy so that plots of tipping angles fay<10* medium the plot would be a featureless whigg=0. Units are in
A-ms will be less oscillatory than those shown in Figs. 3 anddegrees, and input parameters are described in the text.
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Conductor (o = 0.05 S/m) real kernel (insulator o = (L0001 S/m)
z=-10m z=-25m [
e T b *
; =
50 - 50 -
§ 0 o i -100 50 0 50 100
real kernel (conductor o = 0L05 5/m)
-50 - -50 - ? 'H'
-100 . . . P

-100 -50 0 50 100 -100 -50 0 50 100

[ & e L

100 50 il 50 100
imaginary kernel (conductor o = (L05 5/m)

y (m)

§ -50
b
-100 -50 0 50 100 -100 -50 0 50 100
x (m) X (m)
i e — "
T T T T T =100
-180 -140 -120 -100 -80 -60 -40 -20 20 40 60 80 100 120 140 180 100 50 a e 100
2{; (degrees) % (m)
. . . I |
FIG. 6. Same as Fig. 5, but here horizontaly() slices of Z+ L L . T L
100 -DA0 <320 -D10 005 -002 00 0 0.0 0005 00 0F0 040 100

are presented at different specified depths, Sovmatizod kermel valke

differ from the response of an insulator. As observed earlier, £ 7. (Color) An east-west y=0) oriented vertical X-2)

{r is independent of both} and 7p, unlike the transmitted  gjice of the three-dimensional integral kern#l(q,x,;r), of Eq.
field or the tipping angle. It is then primarily a function of (4.21). The kernels are normalized by the maximum value indicated
subsurface conductivity. As Figs. 5 and 6 demonstrafg, 2 in the bottom left hand corner of each plot. Units are n¥fie
=20° below about 20-m depth and reaches values as large dsfinition in (4.17), which yields units of nV for the kernel, has
+180° within the top 100 m, even for a relatively weak been altered slightly by multiplying by the bulk density of watér
conductor ¢=0.05 S/m. Unlike the tipping angle{; is  Input parameters are described in the text.

effectively the same for both the co- and counter-rotating

fields and hence does not exhibix asymmetries. It's asym-  gyooth water distribution. Thus, it will be seen that even

metry in =y is due to the inclination of the Earth’s field. though the amplitudes oK(q,xo:r) at depth are much
1;he corotating and counterrotating applied tipping fieldSqma|jer than those near the surface, the contribution of water

(IBy| and[Br|) and the phase lag between the transmitteciontent at depth may be as, or even more, important than in

and received voltage2{y) form the primary components of the shallow, near surface layers. This is clearly crucial if

the complex integral kerneK(q,xo:r), in Eq. (4.21), and  sjgnificant depth resolution is to be obtained from the solu-
the geometrical distributions of these fields will control thetjon to the inverse problem.

nature of the NMR forward solution. Figures 7—9 display
various slices of the real and imaginary parts of the three-
dimensional integral kernels. The kernels exhihik and . ) ] ]
+y asymmetries derived from the applied fields and the tip- It i clear from Figs. 7-9 that the imaging kernel has a
ping angle. The kernels for the conductor and the effectivdremendously complicated three-dimensional structure. The
insulator are highly oscillatory, a characteristic inheritedmMagnitude of the kernel is governed by the counterrotating
from the tipping angle, and are very similar near the surfac@pplied tipping field (B+|), the pattern of oscillation by the
where ¢; is small and the conductive kernel is nearly real.sine of the tipping anglgsin(yr,|By|)], and the ratio of real
The kernels become increasingly oscillatorycaiicreases. to imaginary parts governed by the phase lag)2between

At greater depths, however, the kernels become much legbe transmitted and received voltages. The kernel is largest
oscillatory and the conductive kernel differs strongly from and most oscillatory near the surface, purely real for an in-
the insulating kernel, and develops a significant imaginarysulator (and nearly purely real for the effective insulgtor
part. The real parts of the kernels may even have oppositend, increasingly with depth, develops a strong nonoscilla-
sign. As discussed in Sec. VB below, the oscillatory naturgory imaginary part for the conductor. The prominent nearly
of the kernels near the surface greatly diminishes the amplirorizontal sign change in the imaginary conductive kernel
tude of this region’s contribution to the NMR voltage be- between depths of 10-20 m comes from the zero crossing of
cause of massive cancellation upon integration against &r (see Fig. %. In order to simplify the analysis, in a manner

B. The forward problem for horizontally stratified water



PRE 62 THEORY OF SURFACE NUCLEAR MAGNETIC ... 1307

Conductor (o = 0,05 S5/m)
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FIG. 8. (Color Similar to Fig. 7, but here horizontak{y) slices of the real part of the kerné{(q,xq;r), are presented at different
specified depthsz, for the effective insulator and the conductor. At depth, the real parts of the insulative and conductive kernels differ
strongly, even in sign, and like the tipping angle, they become less oscillatory. Input parameters are described in the text.
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that still maintains some physical relevance, we will now o feal kernels
consider problems in which this three-dimensioriaD) - '
structure is effectively reduced to one dimensiofid)). As

discussed in Sec. IV B, if water density is translation invari- _ :
ant in the horizontal direction, that is if it is horizontally 75-"’
stratified, the forward problem for the NMR voltage response§ |
simplifies to a single depth integral. Under these circum-°
stances, for coincident circular transmitter and receiver yop
loops, Eq.(4.2]) can be rewritten as

| g =10,000
-2 0

imaginary kernels
LR

V(q):fdzk(q,o;z)ﬁN(z), (5.1) lasvoc0 1 ] [a=%0c0 [} | [aiob0d

whereK(q,k;z) was defined in(4.31), and whereny, is the
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position dependent number density @fetectablg nuclear & | o -, i
magnetic moments, which is twice the molecular number & \‘.( ] 24 o)
density,n, for water. It is convenient to define the normal- : 1E < 3
ized densityn, (z) =ny(2)/2ny,0 using bulk number density  '® " ]
of waterny, o=3.35x 10?2 cm 2. Clearly 0<n,(z)<1, but 42 o 2 o 2 o 2 o
. . 2 . . . . kernel value
in typical geophysical applications,(z)=<0.25. Equation
(5.1) is then rewritten in the form 0=0001S/m 0=001SMm o=0.028m o=005SMm o=01Sm
V(q)= f dzK,(d;2)n,(2), (5.2 FIG. 10. Examples of the rediop row) and imaginary(bottom

row) parts of the one-dimensional kernefs,(q,z), for a variety of
with K (9;2)=2n4 oK(q,O; 7). Like the 3D kernel on conductivity structures ranging from an effective insulater (
S 2 . =102 s/m) to a fair conductor ¢=10"1 s/m) and a variety of
which it is based, the 1D kerneK,, is complex. pulse momentsy, ranging from 18a ms to 1.5< 10*a ms. Differ-
Figure 10 displays examples of the real and imaginaryent q values are arrayed columnwise and conductivities are speci-
parts ofRU(q,z) for a variety of pulse moments, and con- fied by the various line types shown in the legend at the bottom of
ductivity structures ¢=0.1—0.001 s/m. The horizontal in-  the figure. Kernels are in units of 1@V/m.
tegral in Eq.(4.31) has been performed numerically at each

depth over an area extendiljg to fqur t'imes the loop radiugepthS is dependent on using higheal data and imaginary
from the center of the loop in all directionts-200 m<X,y  qata. Discrepancies between the insulative and conductive
=200 m. Several observations are worth noting) Inde- | orels indicate that inferences using insulative kernels about
pendent ofq or o, the real kernels are oscillatory near the \aier content and distribution below some conductivity-

surface, peak, and then decay at depth. The oscillations a pendent cutoff depth, 20-30 m fer-0.05 s/m, would be
not, in general, about zero. The peak amplitudes of the reaSuspect ' ' '

kernels decrease asand conductivity increas€2) The ex-
tent of the oscillatory part and the depth of the peak in the
real kernels depend o The real kernel penetrates deeper
for largeq. (3) Conductivity affects the deep parts of the real
kernels more than the shallow parts. The nature of the oscil- Equation(5.2) is the basis for a linear inverse problem to
latory part of the real kernels is less strongly dependent orstimate the distribution of horizontally stratified water in the
conductivity. In contrast, the depth and shape of the peak isubsurface. The noise characteristics of the dataagoibri
the real kernels depend strongly on the conductivity structurexpectations about subsurface conductivity and water distri-
of the subsurface, particularly at high (4) Like the real  bution should both inform the choice of inversion methodol-
kernels, the imaginary kernels penetrate more deeply gyith ogy and model parametrization. It is beyond the scope of this
but are not oscillatory near the surface. They strengthen witpaper to characterize the inverse problem fully by perform-
increased conductivity. ing a systematic study for a wide range of noise settings,
Several implications of the above observations are appaconductivities, and water distributions with a set of different
ent. (1) Although the real kernels are oscillatory near theinversion methodologies. Rather, we will investigate here the
surface, they possess substantial sensitivity to near surfacharacteristics of the inverse problem in the simplest of set-
water because they do not oscillate about zero even atthigh tings to highlight the nature of the inferential errors intro-
(2) Sensitivity to water below the shallow subsurface is onlyduced by inaccurately modeling the effects of conductivity
contained in the higly real kernels and the imaginary ker- and to assess the utility of including the imaginary conduc-
nels. (3) Subsurface conductivity structure affects the deegive kernels and data in the inversion.
parts of the kernels more than the shallow parts. The net At short times, directly after the transmitted signal, the
effect is that resolution near the surface, say in the top 20 mgttenuation of the received voltage respongét), of an
is substantially better than at greater depths, in particulaNMR experiment can be neglected and it may be written in
below about 50 m. Resolution at intermediate and greatethe form,

C. The inverse problem for horizontally stratified water
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whereg is the initial phase of the transmitted signal ang 8 o’ R e et
andV, are the real and imaginary parts of the initial ampli- e OF E
tude of the complex voltag€,. With a quadrature detection ;_1000 S B RN
scheme, the rapid oscillations of the detected signal at the 0 5000 10* 1.5x10*
Larmor frequency are removed and what is measured are the 3000 F I T '36_'45'51_

real and imaginary parts of the complex envelope function.
For very short times, the envelope function is nearly constant
and given byV(q) in (4.17), which is then precisely,
=VRx+iV,. We callVg andV, the real and imaginary data.
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Together they define the phase of the envelope of the re- ° L 1 1
gg\r/]:j signal:¢y = arctany/, /Vg) relative to the transmitted A-1000 o 5000 e 104‘ = 1.I5x -
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For simplicity, the problem is discretized by defining the C c 60-80m
water volume fractionn,(z), as constant in each aflayers, § 2000 o
(20,21),(21,2,), . . . ,(2L-1,2.), With z;=0 being the sur- S 1000 E e L
face. The discrete model parametersare, therefore, de- 4 S o ]
fined vian,(z)=nj, for z;_,;<z<z (j=1,...L). A dis- g 0 g E
crete set of pulse parameterg, are employed in any real Z 4000 bt Lo 0w 10
NMR survey:q;,(i=1,... N). The forward problem, Eg. 0 5000 10* 1.5x10*
(5.2), may then be written in the discrete form, pulse moment q
real data for conductor
L - | e —e——————— imaginary data for conductor
di=Vy(q)= 21 Kijn?, 5.4 s real data for effective insulator
=

FIG. 11. Noise-free synthetic dat&/4,V,), for three models

in which o ; ! v
consisting of a single water layer at different indicated depths, plot-
R zi . ted vs pulse momeng, ranging from 100 A-ms to 15000 A-ms.
Kij= f dzK,(q;). (5.5 The legend describes the meaning of the curves wier.05 S/m
Zj-1 for the conductor andr=0.001 S/m for the effective insulator.

In matrix notation,(5.4) is re-expressed simply as Units are nV, and it should be recalled th4&=0 for an insulator.
some intermediate value gf depending on the depth of the
water layer, and then decay to zero. The simplicity of the
curve structures means that a fine sampling is not necessary
ments, the model vectan, hasL real elements, and the to capture the information in. the da(a fact exploited in
. . e ) [5]), but also means that the information content of the data

c<v)r_nplex inversion mater isNXL. Since the model vector is not particularly high. For shallow water layers, the imagi-
n” is real, for computational purposes one may separate e, 4ata are nearly zero and the conductive and insulative
real and imaginary parts afandK so that the data vectoris real data are nearly identical. For water at greater depths,
considered to haveN real elements and the inversion ma- however, the conductive and insulative real data diverge
trix is also real and of size®X L. Thus, although the data from one another and the magnitude of the imaginary con-
and kernels are complex in a conductive medium, the sepatuctive data grows to eventually overtake that of conductive
ration of the real and imaginary parts allows one to manipreal data. For water at great depth, the real data computed for
ulate the data vector and the inversion matrix in such a wawn insulating subsurface may actually differ in sign from the
as to treat them as real variables. real data computed for a conducting subsurface.

Figure 11 displays noise-free synthetic data for three Equation(5.6) is inverted by using the singular value de-
models, each consisting of a single layer of water at differentomposition(SVD) [26] of the inversion matrix
depths: 10-20 m, 30—-45 m, and 60-80 m. Within each
layer, water saturation is taken to be constant and complete, K=UAVT, (5.7
n,=1. Because the problem is linear, water volume fractions
less than unity would simply linearly rescale all resultswhereU andV are the left and right eigenvector matrices of
shown here. Both real and imaginary da¥g, andV,, are  the nonsquare matrix, and A is the diagonal matrix of
shown forq values ranging from 100 to 1:510° A-ms fora  singular values,; (i,j=1, ... L). There are certainly better
conductor ¢=0.05 S/m and for an effective insulatoro{  inversion methods for NMR data in which a wide variety of
=0.001 S/m. The nineteerg values shown in Fig. 11 and regularization schemes could be applied, but we choose the
used in the inversions below are 100, 250, 500, 750, an&VD for simplicity of presentation here. Other inversion
1000 to 15000 in increments of 1000. In every case, the dateschemes and model parametrizations will be explored in fu-
curves are very simple: they approach zero at tpweak at  ture work[19].

d=Knv, (5.6)

where, to recapitulate, the data vectbhasN complex ele-
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FIG. 12. Normalized singular valuesf\ 5, of the NMR in- ;g_ -60 SR K . =
version matrix K, for inversions using three different types of data 3 - ' ! J E
with integral kernels constructed for different conductivity struc- -80 [ j | 3
tures: (thin dotted ling real voltage response with insulative ker- 00 s oa Ll
nels, (thick dashed lingreal voltage response with conductive ker- 0 0.5 1
nels (c=0.05 S/m, and (solid line) real and imaginary voltage water density
response for the same conductive kernels. It is evident that the use

real and imaginary data with
conductive kernels

real data with conductive kernels

real data with insulative kernels

of both real and imaginary voltage response data greatly improves
the stability of the inversion matrix.

The model is defined on eight discrete layers bounded b¥ FIG. 13. _Results for three synthetic inve_rsions in which noise-
the following depths:z;=5 m, z,=10 m, zz=20 m, z, ree synthet_lc data computed f_or a conQuctlwe=(0.05 S/m sub-
—30m. ze=45 m. z.=60 m. z-=80 m. z.= 100 m. Laver surface are inverted for three different single-layer models: constant

] 15T 16T 147 18 n. Lay and complete saturation at 10—20 m, 30—45 m, and 60—80 m. Each
th|pkne§ses increase with dep;h dug to reduced intrinsic resQ:odel is inverted in three wayél) real data ;) are inverted with
lution with depth(a formal maximal inner product procedure e, jnsulative kernels2) real data are inverted with real conduc-
was used in5] to obtain a similar sequence of depth&/ith iy (+=0.05 S/m kemels, and3) real and imaginary\(,) data
this parametrization, there are eight model parameters and ke inverted with real and imaginary conductive kernels. The legend
real data and 19 imaginary daiathe latter are used Thus,

there are eight singular values of the &8 or 38<8) in-

relates the line types with the type of inversion. Inversions are
version matrixK .

subjected to inverse singular value weighting described in the text
The stability of a matrix can be quantified by the range of (5.9
singular values. A useful condition number is the ratio of the

minimum  to  maximum  singular cod  The choice oW depends on the signal-to-noi€eNR) char-

:)\min/)\max- Figure 12 disp|ays normalized Singu|ar Va|ueSaCteriStiCS of the data set. For NMR surveys with SNR rang-
(M sy for three different inversion matriceél) real data

(Vg) with real insulative kernels ik, (2) real data {g)
with real conductive kernelso(=0.05 S/m in K, and (3)
real and imaginary dataviz,V,) for the real and imaginary
conductive kernels if . Larger condition numbergloser to

n’=V(WA HuTd.

values:

ing from 10 to 100, singular values below aboyt,/10
should be down weighted or discarded altogether. In the syn-
thetic results shown here we apply a cosine-shaped weight to
the inverse singular values with a value of 1.0 fer
=Nma/10 and 0.0 folh <\ ,,,/100. This damping is appro-
priate for fairly high SNR NMR surveys. To simulate noisier
Unlty) indicate more stable matrices. As Flg 12 shows, thesurveyS’ more severe damp|ng would be necessary.
use of imaginary data improves the stability Kfapprecia-

Figure 13 presents the results of synthetic inversions for
bly. More stable matrices yield relatively small noise magni-three different models of water distribution. In each of the

fication upon inversion because, for example, if the noisehree models, there is complete saturatiop= 1) in a single
level is normally distributed and uncorrelated with constanthorizontal layer(10-20 m, 30—45 m, or 60—80)nand the
rms noise level, then the model covariance matrix @&,  remaining layers are dryn(,=0). For each of the input mod-
=e?VA~2VT. Thus, very small singular values magnify the els, noise-free synthetic real/g) and imaginary ¥,) data
effect of noise on the estimated model. This motivates there computed with the conductive kerneds{0.05 S/m and

ranking and winnowing or weighting of the singular valuesthen inverted in three different way§) real data with real
to damp or regularize the inversion. W is a diagonal

insulative (i.e., adiabatic—see Sec. l)kernels, (i) real
weighting matrix, then, the estimated model will be given bydata with real conductive kernel§ji) and real and imagi-
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nary data with real and imaginary conductive kernels. Inverfor NMR surveys are clear, however. The ability to estimate
sion (i) then uses an incorrect kernel, similar to those used ithe density and distribution of water in the deep subsurface
the previous literaturg4—6], and will allow us to estimate depends critically on the use of the generalized theory to
the resulting errors in the inferred water distribution. Opti-accurately model the effects of finite conductivity in the
mally, we would like to use real experimental data here, bupropagating medium. The use of imaginary data stabilizes
as discussed earlier, this is currently unavailable. The corfhe inversion and provides useful additional information,
clusions from this analysis are as follow4) Near surface which Improves resolution, partl_cularly for deep water.
water(e.g., 10—20 mcan be fairly accurately inferred using These implications would be partlcula_rly true _for stronger
real data alone. Imaginary data provide little improvememconductors, commonly encountered with alkaline entrained

and the degrading effect of the use (afcorrec) insulative Walterfs,tthan Wi have con(jjs[dered_here. thodoloai il b
kernels is relatively small(2) For water at intermediate h future work, Improved inversion methodologies will be

depths(e.g., 30—45 ) the estimated model begins to di- investigated in a variety of SNR regimes for models that

verge significantly from the input model if insulative kernels '”C'”de. the effects of vgrpcal variations in qonducuwty. For
are used. We expect that similar errors are present in re multilayered conductivity structure, the inverse problem

ported inversions of experimental ddt4,6] in this depth hecomes ef{gctlvehél_nonl.lneafr betgaus? ttk?e coknductlvnytof
range. The use of real data alone with conductive kernelst, € propagating medium IS a function ot thé unknown water

however, remains faithful to the input mod€B) For deep }[/r?lumetfractlodn(fllqs well as_tof t?ethchemlt;:al ;)n;gosmor:j of
water (60—80 n, the use of insulative kernels is disastrous. e water an € porosity or the subsurjacgnprove

The anticorrelation at depth between the real insulative anawethodolog_ies .Wi" include different model par.am.etrizations
conductive kernels in Fig. 10 imparts an unphysitadjative an_d regulanzauon schemes, such as the applicatianpf-

value to the estimated water density if the insulative kernel r constraints(such as hard bpuryds on water volumg frac-
are used in the inversion. Positivity constraints on the wate on), more careful characterization of covariances in the
profile could be applied to overcome this problem, but in an)/n

event the inferred water distribution would be erroneous, an E:E(Iaelx\:e;vgzorpr?)mecsc;ir:i:?g:gtogi?cigsl?:(;?l ggouzgér'fosin;n rgsg
previously reported experimental inversions in this depth ’ y P

range certainly cannot be trusted. The nature of the induceﬁNR and to proY.'de more anq different kinds of data that
errors is a function o&d hocchoices of model parametriza- may further stabilize the inversion.
tion, damping, etc. Finally, there is a significant improve-
ment in resolution if imaginary data are used, relative to
inversions that employ only real data, with the conductive The support of the DOE through Contract No. DE-FGO7-
kernels. 96ER14732 is gratefully acknowledged. We are indebted to
The synthetic inversions shown here ignore many of theM. Blohm, P. Hoekstra, A. Legchenko, P. Valla, and E.
practical and theoretical issues that must be confronted in aRukushima for numerous conversations regarding geophysi-
inversion of data from real NMR surveys. The implications cal field measurements and instrumentation.
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